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Context
Deep Learning models tend to learn “shortcuts” that 

perform well on benchmarks.

Shortcut learning causes models to be more sensitive 

to input perturbation and unseen input contexts.

Sauer and Geiger (2021) propose an approach 

using a Counterfactual Generative Network.
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Counterfactual Generative Network

Figure 1. Architecture overview (ImageNet) of the Counterfactual Generative Network (Sauer and Geiger, 2021)
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Methodology

The CGN model is publicly 

available on GitHub

Models Datasets Experimental Setup 
+ Metrics

Computational 
Requirements

Various variants of 

MNIST and ImageNet

Re-implement based on 

description of paper 

112 + 48 GPU hours on 

a 1080Ti node (Lisa)
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Experimental results of 
reproducibility study
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Claim 1: High-Quality Counterfactuals (HQC)

Figure 3. Reproduced qualitative results on ImageNet

Figure 2. Reproduced qualitative results on MNIST variants
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Claim 2: Inductive Bias Requirements (IBR)

Table 1. Reproduced loss ablation study.
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Claim 3: Out-of-Distribution Robustness (ODR)
Table 2. Reproduced qualitative results on MNIST variants.

Table 3.Shape biases of independent classifiers Table 4. Evaluation of robustness against adversarially chosen backgrounds
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Claim 3: Out-of-Distribution Robustness (ODR)
Table 4. Evaluation of robustness against adversarially chosen backgrounds

Figure 5. Background challenge dataset (Kai Xiao et al., 2020)
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Results beyond original paper
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Explainability analysis: Visualizing features

Figure 4. Feature space visualization of a CNN classifier trained on on colored MNIST variants
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Explainability analysis: What does the model 
focus on?

Demo for ImageNet

Figure 5. GradCAM heatmap visualized on W-MNIST samples Figure 6. Metric to quantify areas where the model focuses on
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OOD generalization

Table 4. Comparison of top-1 accuracy of invariant classifier with pretrained ResNet on OOD benchmarks
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